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Applications of AI for Public Good
One area of great optimism about AI and machine learning is their potential to improve people's lives by helping to solve some 

of the world's greatest challenges and inefficiencies. The promise of AI has been compared to the transformative impacts of 

advances in mobile computing. Public- and private-sector investments in basic and applied R&D on AI have already begun 

reaping major benefits for the public in fields as diverse as health care, transportation, the environment, criminal justice, and 

economic inclusion.

At Walter Reed Medical Center, the Department of Veteran Affairs is using AI to better predict medical complications and 

improve treatment of severe combat wounds, leading to better patient outcomes, faster healing, and lower costs. The same 

general approach—predicting complications to enable preventive treatment—has also reduced hospital-acquired infections 

at Johns Hopkins University. Given the current transition to electronic health records, predictive analysis of health data may 

play a key role across many health domains like precision medicine and cancer research.

In transportation, AI-enabled smarter traffic management applications are reducing wait times, energy use, and emissions by 

as much as 25 percent in some places. Cities are now beginning to leverage the type of responsive dispatching and routing used 

by ride-hailing services, and linking it with scheduling and tracking software for public transportation to provide just-in-time 

access to public transportation that can often be faster, cheaper and, in many cases, more accessible to the public.

Some researchers are leveraging AI to improve animal migration tracking by using AI image classification software to analyze 

tourist photos from public social media sites. The software can identify individual animals in the photos and build a database of 

their migration using the data and location stamps on the photos. At OSTP's AI for Social Good workshop, researchers talked 

about building some of the largest available datasets to-date on the populations and migrations of whales and large African 

animals, and about launching a project to track “The Internet of Turtles” to gain new insights about sealife.

Other speakers described uses of AI to optimize the patrol strategy of anti-poaching agents, and to design habitat preservation 

strategies to maximize the genetic diversity of endangered populations.

Autonomous sailboats and watercraft are already patrolling the oceans carrying sophisticated sensor instruments, collecting 

data on changes in Arctic ice and sensitive ocean ecosystems in operations that would be too expensive or dangerous for 

crewed vessels. Autonomous watercraft may be much cheaper to operate than manned ships, and may someday be used for 

enhanced weather prediction, climate monitoring, or policing illegal fishing.

AI also has the potential to improve aspects of the criminal justice system, including crime reporting, policing, bail, sentencing, 

and parole decisions. The Administration is exploring how AI can responsibly benefit current initiatives such as Data Driven 

Justice and the Police Data Initiative that seek to provide law enforcement and the public with data that can better inform 

decision-making in the criminal justice system, while also taking care to minimize the possibility that AI might introduce bias or 

inaccuracies due to deficiencies in the available data.

Several U.S. academic institutions have launched initiatives to use AI to tackle economic and social challenges. For example, the 

University of Chicago created an academic program that uses data science and AI to address public challenges such as 

unemployment and school dropouts. The University of Southern California launched the Center for Artificial Intelligence in 

Society, an institute dedicated to studying how computational game theory, machine learning, automated planning and multi-

agent reasoning techniques can help to solve socially relevant problems like homelessness. Meanwhile, researchers at 

Stanford University are using machine learning in efforts to address global poverty by using AI to analyze satellite images of 

likely poverty zones to identify where help is needed most.

Many uses of AI for public good rely on the availability of data that can be used to train machine learning models and test the 

performance of AI systems. Agencies and organizations with data that can be released without implicating personal privacy or 

trade secrets can help to enable the development of AI by making those data available to researchers. Standardizing data 

schemas and formats can reduce the cost and difficulty of making new data sets useful.
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Recommendation 1: Private and public institutions are encouraged to examine whether and how they can responsibly 

leverage AI and machine learning in ways that will benefit society. Social justice and public policy institutions that do not 

typically engage with advanced technologies and data science in their work should consider partnerships with AI 

researchers and practitioners that can help apply AI tactics to the broad social problems these institutions already address 

in other ways.

Recommendation 2: Federal agencies should prioritize open training data and open data standards in AI. The 

government should emphasize the release of datasets that enable the use of AI to address social challenges. Potential steps 

may include developing an “Open Data for AI” initiative with the objective of releasing a significant number of government 

data sets to accelerate AI research and galvanize the use of open data standards and best practices across government, 

academia, and the private sector.

AI, Automation and the Economy
AI's central economic effect in the short term will be the automation of tasks that could not be automated before. There is some 

historical precedent for waves of new automation from which we can learn, and some ways in which AI will be different. 

Government must understand the potential impacts so it can put in place policies and institutions that will support the benefits 

of AI, while mitigating the costs.

Like past waves of innovation, AI will create both benefits and costs. The primary benefit of previous waves of automation has 

been productivity growth; today's wave of automation is no different. For example, a 2015 study of robots in 17 countries found 

that they added an estimated 0.4 percentage point on average to those countries' annual GDP growth between 1993 and 2007, 

accounting for just over one- tenth of those countries' overall GDP growth during that time.

One important concern arising from prior waves of automation, however, is the potential impact on certain types of jobs and 

sectors, and the resulting impacts on income inequality. Because AI has the potential to eliminate or drive down wages of some 

jobs, especially low- and medium-skill jobs, policy interventions will likely be needed to ensure that AI's economic benefits are 

broadly shared and that inequality is diminished and not worsened as a consequence.

The economic policy questions raised by AI-driven automation are important but they are best addressed by a separate White 

House working group. The White House will conduct an additional interagency study on the economic impact of automation on 

the economy and recommended policy responses, to be published in the coming months.

Recommendation 15: The Executive Office of the President should publish a follow-on report by the end of this year, to 

further investigate the effects of AI and automation on the U.S. job market, and outline recommended policy responses.

Fairness, Safety and Governance
As AI technologies gain broader deployment, technical experts and policy analysts have raised concerns about unintended 

consequences. The use of AI to make consequential decisions about people, often replacing decisions made by human actors 

and institutions, leads to concerns about how to ensure justice, fairness, and accountability—the same concerns voiced 

previously in the “Big Data” context. The use of AI to control physical-world equipment leads to concerns about safety, 

especially as systems are exposed to the full complexity of the human environment.

At a technical level, the challenges of fairness and safety are related. In both cases, practitioners strive to prevent intentional 

discrimination or failure, to avoid unintended consequences, and to generate the evidence needed to give stakeholders 

justified confidence that unintended failures are unlikely.

Justice, Fairness and Accountability
A common theme in the Law and Governance, AI for Social Good, and Social and Economic Impacts workshops was the need to 

ensure that AI promotes justice and fairness, and that AI-based processes are accountable to stakeholders. This issue was 

highlighted previously in the Administration's first Big Data report published in May 2014, and the follow-up report on Big Data, 

Algorithmic Systems, Opportunity, and Civil Rights published in May 2016.

In the criminal justice system, some of the biggest concerns with Big Data are the lack of data and the lack of quality data. AI 

needs good data. If the data is incomplete or biased, AI can exacerbate problems of bias. It is important that anyone using AI in 

the criminal justice context is aware of the limitations of current data.

A commonly cited example at the workshops is the use of apparently biased “risk prediction” tools by some judges in criminal 

sentencing and bail hearings as well as by some prison officials in assignment and parole decisions, as detailed in an extensively 

researched ProPublica article. The article presented evidence suggesting that a commercial risk scoring tool used by some 

judges generates racially biased risk scores. A separate report from Upturn questioned the fairness and efficacy of some 

predictive policing tools.

Similar issues could impact hiring practices. If a machine learning model is used to screen job applicants, and if the data used to 

train the model reflects past decisions that are biased, the result could be to perpetuate past bias. For example, looking for 

candidates who resemble past hires may bias a system toward hiring more people like those already on a team, rather than 

considering the best candidates across the full diversity of potential applicants.

In response to these concerns, several workshop speakers argued for greater transparency when AI tools are used for public 

purposes. One speaker compared the role of AI to the role of administrative agencies in public decision-making. Authority is 

delegated to an agency due to the agency's subject-matter expertise, but the delegation is constrained by due process 

protections, measures promoting transparency and oversight, and limits on the scope of the delegated authority. Some 

speakers called for the development of an analogous theory of how to maintain accountability when delegating decision-

making power to machines. Transparency concerns focused not only on the data and algorithms used, but also on the potential 

to have some form of explanation for any AI-based determination.

At the same workshops, AI experts cautioned that there are inherent challenges in trying to understand, predict, and explain 

the behavior of advanced AI systems, due to the complexity of the systems and the large volume of data they use.

The difficulty of understanding machine learning results is at odds with the common misconception that complex algorithms 

always do what their designers choose to have them do, and therefore that bias will creep into an algorithm if and only if its 

developers themselves suffer from conscious or unconscious bias. It is certainly true that a technology developer who wants to 

produce a biased algorithm can do so, and that unconscious bias may cause practitioners to apply insufficient effort to 

preventing bias. In practice, however, unbiased developers with the best intentions can inadvertently produce systems with 

biased results, because even the developers of an AI system may not understand it well enough to prevent unintended 

outcomes.

Moritz Hardt suggested an illustrative example of how bias might emerge unintentionally from the machine learning process. 

He postulated a machine learning model trained to distinguish people's real names from false names. The model might 

determine that a name is more likely to be false if the first- name part of it is unique in the data set. This rule might have 

predictive power across the whole population, because false names are more likely to be fanciful and therefore unique. 

However, if there is an ethnic group that is a small minority of the population and tends to use a different set of first names than 

the majority population, these distinctive names are more likely to be unique in the sample, and therefore more likely to be 

incorrectly classified as false names. This effect would arise not because of any special treatment of the minority group's 

names, and not because the input data is unrepresentative of the overall population, but simply because the minority group is 

less numerous.

Andrew Moore, the Dean of Computer Science at Carnegie Mellon University, offered a perspective on the challenge of AI and 

unforeseen consequences at the workshop on AI Technology, Safety and Control.

56 57

NMIMS JOURNAL OF ECONOMICS AND PUBLIC POLICY
Volume VI  •  Issue 1  •  January 2021

NMIMS JOURNAL OF ECONOMICS AND PUBLIC POLICY
Volume VI  •  Issue 1  •  January 2021

mall farmers. Majority of the 

farmers (82%) borrow less than 

Rs 5 lakhs, and 18% borrow 

between Rs 5 – 10 lakhs on a per 

annum basis. Most farmers 

(65.79%) ar

Table & Image source

sub heading table heading

main heading
Exhibit 2

Business Investment as a Percentage of GDP

References

 regularly been quoted in the New York 

Times, Wall Street Journal, Newsday, 

Long Island Business, Business Week, 

Industry W

2SIMRAN SETHITable & Image source



Recommendation 1: Private and public institutions are encouraged to examine whether and how they can responsibly 

leverage AI and machine learning in ways that will benefit society. Social justice and public policy institutions that do not 

typically engage with advanced technologies and data science in their work should consider partnerships with AI 

researchers and practitioners that can help apply AI tactics to the broad social problems these institutions already address 

in other ways.

Recommendation 2: Federal agencies should prioritize open training data and open data standards in AI. The 

government should emphasize the release of datasets that enable the use of AI to address social challenges. Potential steps 

may include developing an “Open Data for AI” initiative with the objective of releasing a significant number of government 

data sets to accelerate AI research and galvanize the use of open data standards and best practices across government, 

academia, and the private sector.

AI, Automation and the Economy
AI's central economic effect in the short term will be the automation of tasks that could not be automated before. There is some 

historical precedent for waves of new automation from which we can learn, and some ways in which AI will be different. 

Government must understand the potential impacts so it can put in place policies and institutions that will support the benefits 

of AI, while mitigating the costs.

Like past waves of innovation, AI will create both benefits and costs. The primary benefit of previous waves of automation has 

been productivity growth; today's wave of automation is no different. For example, a 2015 study of robots in 17 countries found 

that they added an estimated 0.4 percentage point on average to those countries' annual GDP growth between 1993 and 2007, 

accounting for just over one- tenth of those countries' overall GDP growth during that time.

One important concern arising from prior waves of automation, however, is the potential impact on certain types of jobs and 

sectors, and the resulting impacts on income inequality. Because AI has the potential to eliminate or drive down wages of some 

jobs, especially low- and medium-skill jobs, policy interventions will likely be needed to ensure that AI's economic benefits are 

broadly shared and that inequality is diminished and not worsened as a consequence.

The economic policy questions raised by AI-driven automation are important but they are best addressed by a separate White 

House working group. The White House will conduct an additional interagency study on the economic impact of automation on 

the economy and recommended policy responses, to be published in the coming months.

Recommendation 15: The Executive Office of the President should publish a follow-on report by the end of this year, to 

further investigate the effects of AI and automation on the U.S. job market, and outline recommended policy responses.
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He argued that today, because of the opacity of AI algorithms, the most effective way to minimize the risk of unintended 

outcomes is through extensive testing—essentially to make a long list of the types of bad outcomes that could occur, and to rule 

out these outcomes by creating many specialized tests to look for them.

An example of what can go wrong in the absence of extensive testing comes from a trained model for automatically captioning 

photos, which infamously put the caption “gorilla” on some close-up photos of dark-skinned human faces. This was antithetical 

to the developers' values, and it occurred despite testing that showed the model produced accurate results on a high 

percentage of all photos. These particular errors, although rare, had negative consequences that were beyond the 

understanding of the model, which had no built-in concept of race, nor any understanding of the relevant historical context. 

One way to prevent this type of error would have involved extensive testing of the algorithm to scrutinize how human faces, in 

particular, are labeled, including examination of some results by people who could recognize unacceptable outcomes that the 

model wouldn't catch.

Ethical training for AI practitioners and students is a necessary part of the solution. Ideally, every student learning AI, computer 

science, or data science would be exposed to curriculum and discussion on related ethics and security topics. However, ethics 

alone is not sufficient. Ethics can help practitioners understand their responsibilities to all stakeholders, but ethical training 

needs to be augmented with the technical capability to put good intentions into practice by taking technical precautions as a 

system is built and tested.

As practitioners strive to make AI systems more just, fair and accountable, there are often opportunities to make technology an 

aid to accountability rather than a barrier to it. Research to improve the interpretability of machine learning results is one 

example. Having an interpretable model that helps people understand a decision empowers them to interrogate the 

assumptions and processes behind it.

There are several technical approaches to enhancing the accountability and robustness of complex algorithmic decisions. A 

system can be tested “in the wild” by presenting it with situations and observing its behavior. A system can be subjected to 

black-box testing, in which it is presented with synthetic inputs and its behavior is observed, enabling behavior to be tested in 

scenarios that might not occur naturally. Some or all of the technical details of a system's design can be published, enabling 

analysts to replicate it and analyze aspects of its internal behavior that might be difficult to characterize with testing alone. In 

some cases, it is possible to publish information that helps the public evaluate a system's risk of bias, while withholding other 

information about the system as proprietary or private.

Safety and Control
At the workshops, AI experts said that one of the main factors limiting the deployment of AI in the real world is concern about 

safety and control. If practitioners cannot achieve justified confidence that a system is safe and controllable, so that deploying 

the system does not create an unacceptable risk of serious negative consequences, then the system cannot and should not be 

deployed.

A major challenge in safety and control is building systems that can safely transition from the “closed world” of the laboratory 

into the outside “open world” where unpredictable things can happen. In the open world, a system is likely to encounter 

objects and situations that were not anticipated when it was designed and built. Adapting gracefully to unforeseen situations is 

difficult yet necessary for safe operation.

On the topic of safety and predictability in AI, several speakers referenced a recent paper entitled “Concrete Problems in AI 

Safety,” and the first author of the paper spoke at the workshop on Technology, Safety and Control. The paper uses a running 

example of an autonomous robot that does housecleaning. The paper's overview section gives an extended list of the sorts of 

practical problems that arise in making such a robot effective and safe, which is quoted here:

Avoiding Negative Side Effects: How can we ensure that our cleaning robot will not disturb the environment in negative ways 

while pursuing its goals, e.g., by knocking over a vase because it can clean faster by doing so? Can we do this without manually 

specifying everything the robot should not disturb?

Avoiding Reward Hacking: How can we ensure that the cleaning robot won't game its reward function? For example, if we 

reward the robot for achieving an environment free of messes, it might disable its vision so that it won't find any messes, or 

cover over messes with materials it can't see through, or simply hide when humans are around so they can't tell it about new 

types of messes.

Scalable Oversight: How can we efficiently ensure that the cleaning robot respects aspects of the objective that are too 

expensive to be frequently evaluated during training? For instance, it should throw out things that are unlikely to belong to 

anyone, but put aside things that might belong to someone (it should handle stray candy wrappers differently from stray 

cellphones). Asking the humans involved whether they lost anything can serve as a check on this, but this check might have to 

be relatively infrequent—can the robot find a way to do the right thing despite limited information?

Safe Exploration: How do we ensure that the cleaning robot doesn't make exploratory moves with very bad repercussions? For 

example, the robot should experiment with mopping strategies, but putting a wet mop in an electrical outlet is a very bad idea.

Robustness to Distributional Shift: How do we ensure that the cleaning robot recognizes, and behaves robustly, when in an 

environment different from its training environment? For example, heuristics it learned for cleaning factory work floors may be 

outright dangerous in an office.

These examples illustrate how the “intelligence” of an AI system can be deep but narrow: the system might have a superhuman 

ability to detect dirt and optimize its mopping strategy, yet not know to avoid swiping a wet mop over an electrical outlet. One 

way to describe this overall problem is: how can we give intelligent machines common sense? Researchers are making slow 

progress on these sorts of problems.

AI Safety Engineering
A common theme at the Technology, Safety, and Control workshop was the need to connect open-world AI methods with the 

broader field of safety engineering. Experience in building other types of safety- critical systems, such as aircraft, power plants, 

bridges, and vehicles, has much to teach AI practitioners about verification and validation, how to build a safety case for a 

technology, how to manage risk, and how to communicate with stakeholders about risk.

At present, the practice of AI, especially in fast-moving areas of machine learning, can be as much art as science. Certain aspects 

of practice are not backed by a well-developed theory but instead rely on intuitive judgment and experimentation by 

practitioners. This is not unusual in newly emerging areas of technology, but it does limit the application of the technology in 

practice. Some stakeholders have suggested a need to grow AI into a more mature engineering field.

As engineering fields mature, they typically move from an initial “craft” stage characterized by intuition- driven creation by 

talented amateurs and a do-it-yourself spirit; to a second commercial stage involving skilled practitioners, pragmatic 

improvement, widely accepted rules-of-thumb, and organized manufacture for sale; to a mature stage that integrates more 

rigorous methods, educated professionals, well-established theory, and greater specialization of products. Most engineering 

fields, having a much longer history than modern AI, have reached a mature stage.

In general, mature engineering fields have greater success in creating systems that are predictable, reliable, robust, safe, and 

secure. Continuing the progress toward AI becoming a mature engineering field will be one of the key enablers of safety and 

controllability as more complex systems are built.

Recommendation 16: Federal agencies that use AI-based systems to make or provide decision support for consequential 

decisions about individuals should take extra care to ensure the efficacy and fairness of those systems, based on 

evidence-based verification and validation.

Recommendation 17: Federal agencies that make grants to state and local governments in support of the use of AI-

based systems to make consequential decisions about individuals should review the terms of grants to ensure that AI-

based products or services purchased with Federal grant funds produce results in a sufficiently transparent fashion and 

are supported by evidence of efficacy and fairness.

Recommendation 18: Schools and universities should include ethics, and related topics in security, privacy, and safety, 

as an integral part of curricula on AI, machine learning, computer science, and data science.

Recommendation 19: AI professionals, safety professionals, and their professional societies should work together to 

continue progress toward a mature field of AI safety engineering.
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He argued that today, because of the opacity of AI algorithms, the most effective way to minimize the risk of unintended 

outcomes is through extensive testing—essentially to make a long list of the types of bad outcomes that could occur, and to rule 

out these outcomes by creating many specialized tests to look for them.

An example of what can go wrong in the absence of extensive testing comes from a trained model for automatically captioning 

photos, which infamously put the caption “gorilla” on some close-up photos of dark-skinned human faces. This was antithetical 

to the developers' values, and it occurred despite testing that showed the model produced accurate results on a high 

percentage of all photos. These particular errors, although rare, had negative consequences that were beyond the 

understanding of the model, which had no built-in concept of race, nor any understanding of the relevant historical context. 

One way to prevent this type of error would have involved extensive testing of the algorithm to scrutinize how human faces, in 

particular, are labeled, including examination of some results by people who could recognize unacceptable outcomes that the 

model wouldn't catch.

Ethical training for AI practitioners and students is a necessary part of the solution. Ideally, every student learning AI, computer 

science, or data science would be exposed to curriculum and discussion on related ethics and security topics. However, ethics 

alone is not sufficient. Ethics can help practitioners understand their responsibilities to all stakeholders, but ethical training 

needs to be augmented with the technical capability to put good intentions into practice by taking technical precautions as a 

system is built and tested.

As practitioners strive to make AI systems more just, fair and accountable, there are often opportunities to make technology an 

aid to accountability rather than a barrier to it. Research to improve the interpretability of machine learning results is one 

example. Having an interpretable model that helps people understand a decision empowers them to interrogate the 

assumptions and processes behind it.

There are several technical approaches to enhancing the accountability and robustness of complex algorithmic decisions. A 

system can be tested “in the wild” by presenting it with situations and observing its behavior. A system can be subjected to 

black-box testing, in which it is presented with synthetic inputs and its behavior is observed, enabling behavior to be tested in 

scenarios that might not occur naturally. Some or all of the technical details of a system's design can be published, enabling 

analysts to replicate it and analyze aspects of its internal behavior that might be difficult to characterize with testing alone. In 

some cases, it is possible to publish information that helps the public evaluate a system's risk of bias, while withholding other 

information about the system as proprietary or private.

Safety and Control
At the workshops, AI experts said that one of the main factors limiting the deployment of AI in the real world is concern about 

safety and control. If practitioners cannot achieve justified confidence that a system is safe and controllable, so that deploying 

the system does not create an unacceptable risk of serious negative consequences, then the system cannot and should not be 

deployed.

A major challenge in safety and control is building systems that can safely transition from the “closed world” of the laboratory 

into the outside “open world” where unpredictable things can happen. In the open world, a system is likely to encounter 

objects and situations that were not anticipated when it was designed and built. Adapting gracefully to unforeseen situations is 

difficult yet necessary for safe operation.

On the topic of safety and predictability in AI, several speakers referenced a recent paper entitled “Concrete Problems in AI 

Safety,” and the first author of the paper spoke at the workshop on Technology, Safety and Control. The paper uses a running 

example of an autonomous robot that does housecleaning. The paper's overview section gives an extended list of the sorts of 

practical problems that arise in making such a robot effective and safe, which is quoted here:

Avoiding Negative Side Effects: How can we ensure that our cleaning robot will not disturb the environment in negative ways 

while pursuing its goals, e.g., by knocking over a vase because it can clean faster by doing so? Can we do this without manually 

specifying everything the robot should not disturb?

Avoiding Reward Hacking: How can we ensure that the cleaning robot won't game its reward function? For example, if we 

reward the robot for achieving an environment free of messes, it might disable its vision so that it won't find any messes, or 

cover over messes with materials it can't see through, or simply hide when humans are around so they can't tell it about new 

types of messes.

Scalable Oversight: How can we efficiently ensure that the cleaning robot respects aspects of the objective that are too 

expensive to be frequently evaluated during training? For instance, it should throw out things that are unlikely to belong to 

anyone, but put aside things that might belong to someone (it should handle stray candy wrappers differently from stray 

cellphones). Asking the humans involved whether they lost anything can serve as a check on this, but this check might have to 

be relatively infrequent—can the robot find a way to do the right thing despite limited information?

Safe Exploration: How do we ensure that the cleaning robot doesn't make exploratory moves with very bad repercussions? For 

example, the robot should experiment with mopping strategies, but putting a wet mop in an electrical outlet is a very bad idea.

Robustness to Distributional Shift: How do we ensure that the cleaning robot recognizes, and behaves robustly, when in an 

environment different from its training environment? For example, heuristics it learned for cleaning factory work floors may be 

outright dangerous in an office.

These examples illustrate how the “intelligence” of an AI system can be deep but narrow: the system might have a superhuman 

ability to detect dirt and optimize its mopping strategy, yet not know to avoid swiping a wet mop over an electrical outlet. One 

way to describe this overall problem is: how can we give intelligent machines common sense? Researchers are making slow 

progress on these sorts of problems.

AI Safety Engineering
A common theme at the Technology, Safety, and Control workshop was the need to connect open-world AI methods with the 

broader field of safety engineering. Experience in building other types of safety- critical systems, such as aircraft, power plants, 

bridges, and vehicles, has much to teach AI practitioners about verification and validation, how to build a safety case for a 

technology, how to manage risk, and how to communicate with stakeholders about risk.

At present, the practice of AI, especially in fast-moving areas of machine learning, can be as much art as science. Certain aspects 

of practice are not backed by a well-developed theory but instead rely on intuitive judgment and experimentation by 

practitioners. This is not unusual in newly emerging areas of technology, but it does limit the application of the technology in 

practice. Some stakeholders have suggested a need to grow AI into a more mature engineering field.

As engineering fields mature, they typically move from an initial “craft” stage characterized by intuition- driven creation by 

talented amateurs and a do-it-yourself spirit; to a second commercial stage involving skilled practitioners, pragmatic 

improvement, widely accepted rules-of-thumb, and organized manufacture for sale; to a mature stage that integrates more 

rigorous methods, educated professionals, well-established theory, and greater specialization of products. Most engineering 

fields, having a much longer history than modern AI, have reached a mature stage.

In general, mature engineering fields have greater success in creating systems that are predictable, reliable, robust, safe, and 

secure. Continuing the progress toward AI becoming a mature engineering field will be one of the key enablers of safety and 

controllability as more complex systems are built.

Recommendation 16: Federal agencies that use AI-based systems to make or provide decision support for consequential 

decisions about individuals should take extra care to ensure the efficacy and fairness of those systems, based on 

evidence-based verification and validation.

Recommendation 17: Federal agencies that make grants to state and local governments in support of the use of AI-

based systems to make consequential decisions about individuals should review the terms of grants to ensure that AI-

based products or services purchased with Federal grant funds produce results in a sufficiently transparent fashion and 

are supported by evidence of efficacy and fairness.

Recommendation 18: Schools and universities should include ethics, and related topics in security, privacy, and safety, 

as an integral part of curricula on AI, machine learning, computer science, and data science.

Recommendation 19: AI professionals, safety professionals, and their professional societies should work together to 

continue progress toward a mature field of AI safety engineering.

58 59

NMIMS JOURNAL OF ECONOMICS AND PUBLIC POLICY
Volume VI  •  Issue 1  •  January 2021

NMIMS JOURNAL OF ECONOMICS AND PUBLIC POLICY
Volume VI  •  Issue 1  •  January 2021

mall farmers. Majority of the 

farmers (82%) borrow less than 

Rs 5 lakhs, and 18% borrow 

between Rs 5 – 10 lakhs on a per 

annum basis. Most farmers 

(65.79%) ar

Table & Image source

sub heading table heading

main heading
Exhibit 2

Business Investment as a Percentage of GDP

References

 regularly been quoted in the New York 

Times, Wall Street Journal, Newsday, 

Long Island Business, Business Week, 

Industry W

2SIMRAN SETHITable & Image source



Global Considerations and Security
In addition to the long-term challenges of AI and the specific issues relating to fairness and safety, AI poses consequential policy 

questions in international relations, cyber security and defense.

International Cooperation
AI has been a topic of interest in recent international discussions as countries, multilateral institutions, and other stakeholders 

have begun to assess the benefits and challenges of AI. Dialogue and cooperation between these entities could help advance AI 

R&D and harness AI for good, while also addressing pertinent challenges. In particular, several breakthroughs in AI are the 

direct or indirect result of collaborative research involving people, resources, and institutions in multiple countries. As with 

other digital policies, countries will need to work together to identify opportunities for cooperation and develop international 

frameworks that will help promote AI R&D and address any challenges. The United States, a leader in AI R&D, can continue to 

play a key role in global research coordination through government-to-government dialogues and partnerships.

International engagement is necessary to fully explore the applications of AI in health care, automation in manufacturing, and 

information and communication technologies (ICTs). AI applications also have the potential to address global issues such as 

disaster preparedness and response, climate change, wildlife trafficking, the digital divide, jobs, and smart cities. The State 

Department foresees privacy concerns, safety of autonomous vehicles, and AI's impact on long-term employment trends as AI-

related policy areas to watch in the international context.

In support of U.S. foreign policy priorities in this space—including ensuring U.S. international leadership and economic 

competitiveness—the U.S. Government has engaged on AI R&D and policy issues in bilateral discussions with other countries, 

including Japan, the Republic of Korea, Germany, Poland, the United Kingdom, and Italy, as well as in multilateral fora. 

International AI policy issues and the economic impacts of AI have also been raised in the UN, the G-7, the Organization for 

Economic Cooperation and Development (OECD), and the Asia-Pacific Economic Cooperation (APEC). The U.S. Government 

expects AI to be a topic of increasing interest in international engagements. Recommendation 20: The U.S. Government 

should develop a government-wide strategy on international engagement related to AI, and develop a list of AI topical areas 

that need international engagement and monitoring.

Recommendation 21: The U.S. Government should deepen its engagement with key international stakeholders, including 

foreign governments, international organizations, industry, academia, and others, to exchange information and facilitate 

collaboration on AI R&D.The United States has been committed to working with industry and relevant standards 

organizations, in order to facilitate the development of international standards in a manner that is industry-led; voluntary; 

consensus-driven; and based on principles of transparency, openness, and market needs. The U.S. approach is formalized in 

law (NTTAA, PL 104-113) and policy (OMB Circular A-119) and reiterated in the United States Standards Strategy.

Recommendation 20: The U.S. Government should develop a government-wide strategy on international engagement 

related to AI, and develop a list of AI topical areas that need international engagement and monitoring.

Recommendation 21: The U.S. Government should deepen its engagement with key international stakeholders, 

including foreign governments, international organizations, industry, academia, and others, to exchange information 

and facilitate collaboration on AI R&D.

AI and Cyber security
Today's Narrow AI has important applications in cyber security, and is expected to play an increasing role for both defensive 

(reactive) measures and offensive (proactive) measures.

Currently, designing and operating secure systems requires a large investment of time and attention from experts. Automating 

this expert work, partially or entirely, may enable strong security across a much broader range of systems and applications at 

dramatically lower cost, and may increase the agility of cyber defenses. Using AI may help maintain the rapid response required 

to detect and react to the landscape of ever evolving cyber threats. There are many opportunities for AI and specifically 

machine learning systems to help cope with the sheer complexity of cyberspace and support effective human decision making 

in response to cyber attacks.

Future AI systems could perform predictive analytics to anticipate cyber attacks by generating dynamic threat models from 

available data sources that are voluminous, ever-changing, and often incomplete. These data include the topology and state of 

network nodes, links, equipment, architecture, protocols, and networks. AI may be the most effective approach to interpreting 

these data, proactively identifying vulnerabilities, and taking action to prevent or mitigate future attacks.

Results to-date in DARPA's Cyber Grand Challenge (CGC) competition demonstrate the potential of this approach. The CGC was 

designed to accelerate the development of advanced, autonomous systems that can detect, evaluate, and patch software 

vulnerabilities before adversaries have a chance to exploit them. The CGC Final Event was held on August 4, 2016. To fuel 

follow-on research and parallel competition, all of the code produced by the automated systems during the CGC Final Event has 

been released as open source to allow others to reverse engineer it and learn from it.

AI systems also have their own cyber security needs. AI-driven applications should implement sound cyber security controls to 

ensure integrity of data and functionality, protect privacy and confidentiality, and maintain availability. The recent Federal 

Cybersecurity R&D Strategic Plan highlighted the need for “sustainably secure systems development and operation.” Advances 

in cyber security will be critical in making AI solutions secure and resilient against malicious cyber activities, particularly as the 

volume and type of tasks conducted by governments and private sector businesses using Narrow AI increases.

Finally, AI could support planning, coordinating, integrating, synchronizing, and directing activities to operate and defend U.S. 

government networks and systems effectively, provide assistance in support of secure operation of private-sector networks 

and systems, and enable action in accordance with all applicable laws, regulations and treaties.

Recommendation 22: Agencies' plans and strategies should account for the influence of AI on cyber security, and of 

cyber security on AI. Agencies involved in AI issues should engage their U.S. Government and private-sector cyber security 

colleagues for input on how to ensure that AI systems and ecosystems are secure and resilient to intelligent adversaries. 

Agencies involved in cyber security issues should engage their U.S. Government and private sector AI colleagues for 

innovative ways to apply AI for effective and efficient cyber security.
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Global Considerations and Security
In addition to the long-term challenges of AI and the specific issues relating to fairness and safety, AI poses consequential policy 

questions in international relations, cyber security and defense.

International Cooperation
AI has been a topic of interest in recent international discussions as countries, multilateral institutions, and other stakeholders 

have begun to assess the benefits and challenges of AI. Dialogue and cooperation between these entities could help advance AI 

R&D and harness AI for good, while also addressing pertinent challenges. In particular, several breakthroughs in AI are the 

direct or indirect result of collaborative research involving people, resources, and institutions in multiple countries. As with 

other digital policies, countries will need to work together to identify opportunities for cooperation and develop international 

frameworks that will help promote AI R&D and address any challenges. The United States, a leader in AI R&D, can continue to 

play a key role in global research coordination through government-to-government dialogues and partnerships.

International engagement is necessary to fully explore the applications of AI in health care, automation in manufacturing, and 

information and communication technologies (ICTs). AI applications also have the potential to address global issues such as 

disaster preparedness and response, climate change, wildlife trafficking, the digital divide, jobs, and smart cities. The State 

Department foresees privacy concerns, safety of autonomous vehicles, and AI's impact on long-term employment trends as AI-

related policy areas to watch in the international context.

In support of U.S. foreign policy priorities in this space—including ensuring U.S. international leadership and economic 

competitiveness—the U.S. Government has engaged on AI R&D and policy issues in bilateral discussions with other countries, 

including Japan, the Republic of Korea, Germany, Poland, the United Kingdom, and Italy, as well as in multilateral fora. 

International AI policy issues and the economic impacts of AI have also been raised in the UN, the G-7, the Organization for 

Economic Cooperation and Development (OECD), and the Asia-Pacific Economic Cooperation (APEC). The U.S. Government 

expects AI to be a topic of increasing interest in international engagements. Recommendation 20: The U.S. Government 

should develop a government-wide strategy on international engagement related to AI, and develop a list of AI topical areas 

that need international engagement and monitoring.

Recommendation 21: The U.S. Government should deepen its engagement with key international stakeholders, including 

foreign governments, international organizations, industry, academia, and others, to exchange information and facilitate 

collaboration on AI R&D.The United States has been committed to working with industry and relevant standards 

organizations, in order to facilitate the development of international standards in a manner that is industry-led; voluntary; 

consensus-driven; and based on principles of transparency, openness, and market needs. The U.S. approach is formalized in 

law (NTTAA, PL 104-113) and policy (OMB Circular A-119) and reiterated in the United States Standards Strategy.

Recommendation 20: The U.S. Government should develop a government-wide strategy on international engagement 

related to AI, and develop a list of AI topical areas that need international engagement and monitoring.

Recommendation 21: The U.S. Government should deepen its engagement with key international stakeholders, 

including foreign governments, international organizations, industry, academia, and others, to exchange information 

and facilitate collaboration on AI R&D.

AI and Cyber security
Today's Narrow AI has important applications in cyber security, and is expected to play an increasing role for both defensive 

(reactive) measures and offensive (proactive) measures.

Currently, designing and operating secure systems requires a large investment of time and attention from experts. Automating 

this expert work, partially or entirely, may enable strong security across a much broader range of systems and applications at 

dramatically lower cost, and may increase the agility of cyber defenses. Using AI may help maintain the rapid response required 

to detect and react to the landscape of ever evolving cyber threats. There are many opportunities for AI and specifically 

machine learning systems to help cope with the sheer complexity of cyberspace and support effective human decision making 

in response to cyber attacks.

Future AI systems could perform predictive analytics to anticipate cyber attacks by generating dynamic threat models from 

available data sources that are voluminous, ever-changing, and often incomplete. These data include the topology and state of 

network nodes, links, equipment, architecture, protocols, and networks. AI may be the most effective approach to interpreting 

these data, proactively identifying vulnerabilities, and taking action to prevent or mitigate future attacks.

Results to-date in DARPA's Cyber Grand Challenge (CGC) competition demonstrate the potential of this approach. The CGC was 

designed to accelerate the development of advanced, autonomous systems that can detect, evaluate, and patch software 

vulnerabilities before adversaries have a chance to exploit them. The CGC Final Event was held on August 4, 2016. To fuel 

follow-on research and parallel competition, all of the code produced by the automated systems during the CGC Final Event has 

been released as open source to allow others to reverse engineer it and learn from it.

AI systems also have their own cyber security needs. AI-driven applications should implement sound cyber security controls to 

ensure integrity of data and functionality, protect privacy and confidentiality, and maintain availability. The recent Federal 

Cybersecurity R&D Strategic Plan highlighted the need for “sustainably secure systems development and operation.” Advances 

in cyber security will be critical in making AI solutions secure and resilient against malicious cyber activities, particularly as the 

volume and type of tasks conducted by governments and private sector businesses using Narrow AI increases.

Finally, AI could support planning, coordinating, integrating, synchronizing, and directing activities to operate and defend U.S. 

government networks and systems effectively, provide assistance in support of secure operation of private-sector networks 

and systems, and enable action in accordance with all applicable laws, regulations and treaties.

Recommendation 22: Agencies' plans and strategies should account for the influence of AI on cyber security, and of 

cyber security on AI. Agencies involved in AI issues should engage their U.S. Government and private-sector cyber security 

colleagues for input on how to ensure that AI systems and ecosystems are secure and resilient to intelligent adversaries. 

Agencies involved in cyber security issues should engage their U.S. Government and private sector AI colleagues for 

innovative ways to apply AI for effective and efficient cyber security.
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Impact of Dividend Announcements on 
Share Price of Indian Banking Sector 

Companies

MAHESH DAHAL

JOY DAS

Abstract
This study assesses the reaction of the Indian stock market on corporate dividend announcements. The study focuses on the 

reaction of the stock markets specifically to dividend announcements by banks. Dividend announcements are considered to 

convey important information to market participants. Dividends are also considered to be major determinants of shareholders' 

wealth. A sample of ten banking companies having the highest market capitalization has been considered. Event study 

methodology with the OLS market model is used to calculate abnormal returns and t-test is employed to check the robustness 

of the abnormal returns. The result provides evidence that dividend announcements convey positive information. Overall, 

empirical results indicate that the stock prices of Indian banks are impacted by dividend announcements indicating inefficient 

market in semi-strong form.

Keywords: Banking Companies, Event Study, OLS Market Model, Market Efficiency, Dividend Announcements

JEL Classification: G35, G14, G21

Introduction 
The stock market is a medium to allocate and channelize savings or idle funds to the most productive areas of the economy 

(Chakraborty, 2011). Any economy, to a great extent, depends on the efficiency of the stock market in allocating scarce 

resources into the most productive investments. To be efficient, the market should speedily and accurately absorb the available 

information, providing no room for abnormal returns (Hawaldar, 2018). Information efficiency is the major criterion for 

measuring the strength of the stock market (Gupta et al., 2018). The concept of an efficient market was first pioneered by Fama 

(1970), where the author had classified the market into three categories based on information. A market that fully reflects the 

past information is known as a weak-form efficient market, whereas a semi-strong market is one that fully reflects the past as 

well as all public information. A strong-form market is one where all past, publicly available and private information is fully 

reflected. 

The level or form of efficiency of a market is impacted by various phenomena and events. Since 1991, the Indian economy and 

stock market have witnessed radical reforms and structural transformation with the establishment of SEBI, formation of 

NSCCL, NDSL, CDSL, and opening the market for FIIs, introducing online trading, etc. (Chakraborty, 2011). All these reforms 

have positively impacted the Indian stock market. This is evident from the substantial rise in market capitalization, increase in 

stock market indices, increase in the number of companies listed on NSE and BSE, market capitalization to GDP ratio and total 

numbers of demat accounts (SEBI, 2019, 1998). In addition to these reforms, SEBI has, from time-to-time, implemented various  

regulations to bring the Indian stock market at par with stock markets of developed countries. One such reform is the 

compulsory disclosure of various announcements by firms. Such reforms are based on the experience of regulatory bodies 

around the world (Mehndiratta & Gupta, 2010). Research studies from around the world have revealed that such 

announcements, also known as events, have a significant influence on the wealth of shareholders (Kane, et al., 1984; Bawa & 

Kaur, 2013; Rao, 1994). It can thus be inferred that events have significant importance in the stock markets. However, it must be 

noted that not all developments are considered as an event. Only those developments having a significant bearing on the stock 

market and the timing of which can be precisely identified, are considered events in the context of the stock market (Bowman, 

1983). 
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